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Preface

The Computer and Information Science and Engineering (CISE) Directorate, consists of the following six
divisions and office: Advanced Scientific Computing (ASC) Division; Computer and Computation Research
(CCR) Division; Cross-Disciplinary Activities (CDA) Office; Information, Robotics and Intelligent Systems
(IRIS) Division; Microelectronic Information Processing Systems (MIPS) Division; and the Networking and
Communications Research and Infrastructure (NCRI) Division.

TheOffice of Cross-Disciplinary Activities (CDAupports the building and strengthening of infrastructure
in all CISE areas through the CISE Institutional Infrastructure and the CISE Instrumentation Programs. It also
administers various special projects and coordinates activities aimed at directorate- and Foundation-wide
goals including increasing the participation of women, minorities, and the disabled in science and engineer-
ing, encouraging new investigators to initiate research, developing undergraduate curricula in CISE areas and
encouraging the participation of undergraduates in research. The CISE Institutional Infrastructure Program
had five components: Institutional Infrastructure-Research Infrastructure, Institutional Infrastructure-Large
Scale, Institutional Infrastructure-Small Scale, Institutional Infrastructure-Minority Institutions, and Educa-
tional Infrastructure.

The CISE Institutional Infrastructure-Large Scale Program was discontinued in Fiscal Year 1993 and no
new awards have been made. However, continuing grants in this program, whose initial awards were made
prior to Fiscal Year 1993, are listed in this Summary of Awards.

The purpose of this Summary of Awards is to provide the scientific and engineering communities with a
summary of those grants awarded in Fiscal Year 1995 through the Office of Cross-Disciplinary Activities
(CDA). This report lists projects including continuing grants funded using Fiscal Year 1995 dollars and hence
does not list multi-year standard awards made prior to Fiscal Year 1995.

Awards are grouped together by Programs for reader convenience. However, projects may bridge several
programs or deal with topics not explicitty mentioned herein. Thus, these categories have been assigned
administratively and for the purpose of this report only.

In this document, award identification numbers, award amounts, and award durations are identified first.
Grantee institutions and award titles are enumerated after the principal investigators’ name. Within each cat-
egory, the awards are listed alphabetically by principal investigator.

Readers wishing further information on a particular project described in this report are advised to contact
the principal investigator directly.

John C. Cherniavsky
Head
Office of Cross-Disciplinary Activities
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Summary—FY 1995

CISE Institutional Infrastructure—Research Infrastructure
CISE Institutional Infrastructure—Large Scale

CISE Institutional Infrastrcuture—Small Scale

CISE Institutional Infrastructure-Minority Institutions
CISE Educational Innovation

Academic Research Infrastructure

Combined Research-Curriculum Development

CISE Postdoctoral Research Associates

CISE Instrumentation

CISE Special Projects

CISE Research Experience for Undergraduate-Site Grants

These data include the totals of the awards listed in this document including special Foundation initiatives

and may not agree with official NSF budget records for CDA.

Number of
Projects

23
14
15

14
6
15
2
12
28
13
19

*Funds from the Office of Science and Technology Infrastructure

**Funds from Director’s Opportunity Fund

Value of
Awards

$8,622,572
$3,804,161
$1,945,909
$2,498,168
$1,464,007
$9,254,063*
$ 487,075
$ 542,224
$2,105,799
$1,212,787**

$ 870,647
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Introduction

This report provides summaries of awards made in Fiscal Year 1995 by the National Science Foundation
(NSF) through the Office of Cross-Disciplinary Activities (CDA) of the Computer and Information Science
and Engineering (CISE) Directorate. The programs conducted by the Office are:

CISE Institutional Infrastructure-Research Infrastructure

The Research Infrastructure component of the CISE Institutional Infrastructure program integrates the
prior CISE Large Scale and Small Scale components of this program. The Research Infrastructure Program
provides support to aid in the establishment, enhancement, and operation of major experimental facilities
planned to support research in all CISE areas. It recognizes the emergence of research groups requiring
infrastructure strengthening in a variety of environments-those solely within a single academic department,
those drawing from several departments in a single institution, and those which may span several different
institutions.

CISE Institutional Infrastructure-Large Scale (discontinued in Fiscal Year 1993)

This program has provided support to aid in the establishment, enhancement and operation of major experi-
mental facilities supporting research activities in the areas of computer and information science, computer
engineering, or computational science supported in the CISE Directorate. In general, support has been pro-
vided for equipment, maintenance, technical support staff, and other appropriate costs.

CISE Institutional Infrastructure-Small Scale (discontinued in Fiscal Year 1994)

This expansion of the Institutional Infrastructure Program was established in Fiscal Year 1988 with the
acceptance of proposals for five-year awards to support the establishment, enhancement and operation of
experimental research facilities of a smaller scale than those encompassed by the Large-Scale Program. As in
the Large-Scale program, awards are made for equipment, maintenance, technical support staff, and other
appropriate costs for facilities supporting research activities in the CISE research areas.

CISE Institutional Infrastructure-Minority Institutions

Both one-year planning grants and five-year continuing awards are included in the Minority Institutions
program. The program includes both research and educational components and provides funds to aid in the
establishment, enhancement, and operation of experimental computing facilities at predominantly minority
institutions to support activities in the areas of computer and information science, computer engineering, or
computational science supported in the CISE Directorate.

CISE Educational Infrastructure Program

The objective of the Educational Infrastructure program is to stimulate innovative educational activities at
the undergraduate level in CISE disciplines by encouraging the transfer of research results into the under-
graduate curriculum.

Academic Research Infrastructure

The Academic Research Infrastructure Program (ARI) is designed to improve the condition of research
equipment and facilities in our Nation’s academic institutions in all disciplines. This program responds to
needs identified by the academic science and engineering community. Funding is provided by the Office of
Science and Technology Infrastructure.

Combined Research-Curriculum Development (jointly with the Engineering Directorate)

This program is managed jointly with the Directorate of Engineering. The program emphasizes the need to
incorporate exciting research advances in important technology areas into the upper level undergraduate and
graduate engineering curriculum. The objective of the program is to stimulate faculty researchers to place
increased value on quality education and curriculum innovation in the context that education and research are
of equal value and complementary parts of an integrated whole.

viii Introduction



CISE Postdoctoral Research Associates

These awards provide opportunities for recent Ph.D.'s to broaden their knowledge and experience and to
prepare them for significant research careers on the frontiers of contemporary computational science and engi-
neering, and experimental science. It is assumed that CS&E Associates will conduct their research at academig
research institutions or other centers or institutions which provide access, either on site or by network, to high
performance, scalable parallel computing systems and will conduct their research in academic research institu-

tions or other institutions devoted to experimental science in one or more of the research areas supported by the

CISE Directorate.

CISE Instrumentation

Awards in the CISE Instrumentation program are made for the purchase of special-purpose equipment or
software to be used for research programs in the areas of computer and information science, computer engineer
ing, or computational science supported in the CISE Directorate. The instrumentation is to be used by more than
one project and is not intended to provide general computing capacity.

CISE Special Projects

The Office of Cross-Disciplinary Activities makes several awards in the Special Projects category and, in
addition, coordinates and is responsible for funding cross-directorate projects. Projects include special activities
related to women, minorities, graduate research fellows (honorable mentions) and persons with disabilities. In
FY93 CISE established, as part of the NSF Graduate Research Fellowship Program, an Award for Women. Ten
awards were made in FY93. Since these awards were made through the Directorate for Education and Human
Resources, they are not listed in this document.

CISE Research Experience for Undergraduates

Research Experience for Undergraduates (REU) provides undergraduates with hands-on training experience
in active research in science and engineering. There are two categories of proj&tt] Qijesand (2)REU
SupplementsREU Sitesare based on independent proposals to initiate and conduct undergraduate research
projects for a minimum of six studenRBEU Supplementsre intended to provide research experiences for one
or two undergraduate students by adding support for them to existing NSF pRigdtSupplementsre listed
after the ongoing NSF grant they are supplementing.

Additional Information
For additional information on any of the projects, please contact the principal investigators directly.

The Foundation provides awards for research in the sciences and engineering. The awardee is wholly respon
sible for the conduct of such research and preparation of the results for publication. The Foundation, therefore,
does not assume responsibility for such findings or their interpretation.

In accordance with Federal statutes and regulations and NSF policies, no person on grounds of race, color,
age, sex, national origin, or disability shall be excluded from participation in, denied the benefits of, or be subject
to discrimination under any program or activity receiving financial assistance from the National Science Founda-
tion.

The National Science Foundation has TDD (Telephonic Device for the Deaf) capability which enables indi-
viduals with hearing impairment to communicate with the Division of Human Resources for information relating
to NSF programs, employment, or general information. This number is (703) 306-0090.

Facilitation Awards for Handicapped Scientists and Engineer (FAH) provide funding for special assistance or
equipment to enable persons with disabilities (investigators and other staff, including student research assistants
to work on an NSF project. See the program announcement, or contact the program coordinator for more infor-
mation at (703) 306-1697.

The Foundation welcomes proposals on behalf of all qualified scientists and engineers, and strongly encour-
ages women, minorities, and persons with disabilities to complete fully in any of the research and research-related
programs described in this document.

Catalog of Federal Domestic Assistance Number 47.070, Computer and Information Science and Engineer-
ing.
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CISE Institutional Infrastructure (Research Infrastructure)

CDA-9401021

$254,526—12 mos

Ambler, Allen L.

University of Kansas Center for Research
DesignLab

This award provides support for the establishment of
the Design Technologies Laboratory, or DesignLab. The
laboratory will stimulate experimental research in
technologies fundamental to building design support
tools. Many such design support technologies are in-
herently nonprocedural and ill-suited to von Neumann
uni-processor architectures. Efficient implementation
strategies demand parallel and distributed computing
environments with large shared memories and/or ultra
high-speed interconnections. The requested equipment
includes a 16-processor SGI Challenge and a very high
speed network. The research topics to be explored in-
clude intelligent information databases for multimedia
and 3D drawings; computer vision, modeling and visu-
alization; declarative design specification languages;
collaborative multi-agent design; meta-languages for
defining reasoning systems; implementation strategies
for non-procedural design technologies; and applied
design technologies.

CDA-9401124

$348,850—12 mos

Campbell, Roy H.

University of lllinois, Urbana-Champaign

(Split funded with the Division of Computer and Computation
Research $100,000) Total award $448,850

Broadband Network Infrastructure and Data Storage for
Research and Education

This award provides support for an experimental,
high-speed network infrastructure that would intercon-
nect parallel systems, large-capacity secondary and ter-
tiary storage devices, and multi-media workstations ca-
pable of supporting high-quality digital audio and video.
The network architecture is based on a broadband ISDN
backbone of Asynchrounous Transfer Mode (ATM)
switches and fiber optics links. A high-bandwidth, gi-
gabit/second HIPPI network would interconnect an Intel
Paragon distributed memory parallel system and a ter-
tiary storage system. The research spans three basic ar-
eas: system software infrastructure for managing high-
speed networks, data pre-fetching and staging policies
for high-latency, high-capacity secondary and tertiary

data stores, and information access and multimedia col-
laboration software.

CDA-9303150

$150,000—12 mos

Cohen, Jacques

Brandeis University

Parallel Computing and Complex Systems

This award is for the acquisition of a parallel com-
puter and several high performance work stations to
support research in the Computer Science Department
of Brandeis University. The department is engaged in
three major areas of research: Parallelism and Lan-
guages, Data Compression, and Artificial Intelligence.
The department is part of the Brandeis Center
forComplex Systems and the theme of parallelism and
the study of large complex systems is common to all
three groups. The research topics to be explored by the
parallel programming group include the design and
analysis of parallel algorithms; and the design and imple-
mentation of high level parallel languages which facili-
tate the rapid construction of programs that can easily
be verified to be correct and which can be compiled to
run efficiently on MIMD and SIMD machines. Research
topics of the data compression group include adaptive
vector quantization with variable size vectors, adaptive
video compression, issues in coding theory that include
error resilient communication, the design of high speed
data compression hardware, and context prediction for
lexicography. Research topics for the Al group include
data extraction from existing databases and text corpora,
the role of memory in storing extracted data, and the
construction of integrated agents that are data driven
and exhibit goal directed behavior.

CDA-9541267

$14,781—06 mos

Davis, Larry

University of Maryland, College Park

Systems and Software Tools for High Performance

Computing

In 1994, the University of Maryland received a 3-

year Research Infrastructure award to support the ac-
quisition of a distributed memory parallel computer to-
gether with support hardware for scientific visualiza-
tion and storage of large image databases. The research
topics to be explored span a broad range of applied re-
search in high performance computing in three general

CISE Research Infrastructure Program
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categories: programming tools for HPC systems, paral-
lel algorithms for scientific computing, and symbolic
coding.

This ROA award will provide 2 months of salary sup-
port for Dr. Ruth Silverman to spend her sabbatical year
at the University of Maryland. Dr. Silverman is a fac-
ulty member at the University of the District of Colum-
bia (UDC), a Minority University. Dr. Silverman will
be pursuing research in the development of efficient
parallel algorithms for geometric problems.

CDA-9303433
$400,000—12 mos

DeFanti, Thomas A.
University of Illinois, Chicago
CISE Research Infrastructure

This award is for the establishment of a laboratory
for research on the design, implementation, dissemina-
tion, and use of highly interactive computing technolo-
gies for the benefit of computational, biomedical and
engineering sciences. The application areas share the
need for very high-speed data capture and presentation
facilities, very high bandwidth communication, and very
large information stores. The research topics to be ex-
plored by this laboratory include the design and imple-
mentation of virtual reality environments; the storage,
retrieval, and navigation of very large information stores;
the design and evaluation of user-centered domain-spe-
cific, multi-media applications; and the remote, shared
access to specialized instrumentation resources. The
researchers come from the ComputerScience Depart-
ment, the School of Art and Design, the Department of
Electrical Engineering, the Department of Bioengineer-
ing, and the Laboratory for Biomedical visualization.
Extensive collaborations are in place with the National
Laboratories. The award provides for the acquisition of
instrumentation to match this research. The laboratory
will consist of the CAVE Virtual Reality Theater, a Da-
tabase Computing Facility, an Interactive Multimedia
laboratory, and a Networked Remote User Facility. The
instrumentation provided consists of high performance
visualization computers, mass storage devices, and high
speed communications equipment.

CDA-9541981

$20,000—06 mos

DeFanti, Thomas A.
University of Illinois-Chicago
CISE Research Infrastructure

In 1993 the University of lllinois at Chicago was
awarded a Research Infrastructure grant to support the
establishment of a laboratory for research on the de-
sign, implementation, dissemination, and use of highly
interactive computing technologies for the benefit of
computational, biomedical and engineering sciences.
The research topics to be explored by this laboratory
include the design and implementation of virtual reality
environments; the storage, retrieval, and navigation of

very large information stores; the design and evaluation
of user-centered domain-specific, multi-media applica-
tions; and the remote, shared access to specialized in-
strumentation resources. The laboratory includes the
CAVE Virtual Reality Theater, a Database Computing
Facility, an Interactive Multimedia laboratory, and a
Networked Remote User Facility.

This REU supplement provides support for four un-
dergraduate students to work with Dr. Thomas DeFanti
on research in Virtual Reality. The students will be able
to choose from projects in hardware integration and
development associated with building a scalable work-
station, system software architecture design, human/
computer interaction and navigation, virtual environment
documentation tools, and virtual environment library and
emulators.

CDA-9542704

$790,500—12 mos

DeFanti, Thomas A.

University of Illinois

A National Scale Distributed Computing Environment--A
National Testbed for Security Conscious Distributed
Scalable Computing and Shared Visual & Virtual Environ
Applications

This award to the University of Illinois at Chicago is
under the direction of Dr. Thomas DeFanti and entitle
“A national Scale Distributed Computing Environment.”
This project is part of a multi-year ongoing effort of the
Electronic Visualizations Laboratory (EVL), in partner-
ship with the National Center for Supercomputing Ap-
plications (NCSA) and the Mathematics and Computer
Science Division of Argonne National Laboratory
(ANL), to develop highly leverage national collabora-
tions using HPCC technologies, virtual reality, and sci-
entific visualization. Thegoals are to encourage devel-
opments of teams, tools, hardware, system software and
human interface models on an accelerated schedule to
enable national-scale, multi-site collaborations to facili-
tate solutions to National Challenge and Grand Chal-
lenge problems. It is expected that new paradigms for
networking and scalable computing interoperability and
optimization will result, as well as methods for graphi-
cal user interaction. The project will also be involved
with the development of the Information Wide Area Year
(I-Way), an experimental high-performance network
linking dozens of the country’s fastest computer and
advanced visualization environments. The network will
be based on Asynchronous Transfer Mode (ATM) tech-
nology, an emerging standard for advanced telecommu-
nication networks. This network will provide wide-area
high-performance backbone for various experimental
networking activities at Supercomputing 95. Users will
be those groups submitting projects to the NIl Tested
and High Performance Computing Challenge events
(which is part of the Supercomputing 95 Call for Par-
ticipation) to develop and demonstrate large-scale simu-
lation, interactive CAVE applications. Other users will

14
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include those viewing live and recorded video across
the network for video server demonstrations. The Ad-
vanced Research Projects Agency (ARPA) co-funded
this award along with other NSF divisions.

CDA-9502979

$665,368—12 mos

Du, David H.

University of Minnesota-Twin Cities

CISE Research Infrastructure: Application Over High-Speed
network: A Pilot Project for the NII.

This award provides support to develop a prototype
distributed computing, storage and scientific visualiza-
tion facility for the National Information Infrastructure
(NI). Key elements of the facility include a distributed
parallel storage system with several physically distrib-
uted RAID systems with high speed ATM connections
and a high-bandwidth disk system with direct connec-
tion to a FIBER Channel switch, a distributed comput-
ing server with clusters of high-end workstations and
multiprocessors, a high resolution display unit, and a
high-speed local, metropolitan, and wide area network
infrastructure.

Projects include technology development in the ar-
eas of multimedia servers and database servers; network
research in the areas of network design, control and per-
formance; and research in parallel architecture and sys-
tem software. Applications areas to be supported include
manufacturing, healthcare, scientific computing, and
scientific visualization.

CDA-9303152

$304,001—12 mos

Ehrich, Roger W.

Virginia Polytechnic Institute & University

Interactive Accessibility: Breaking Barriers to the Power of

Computing

This award provides infrastructure for the support of

laboratories for research in interactive computing, es-
pecially as it relates to human/computer interface stud-
ies. The principalinvestigators are drawn from the de-
partment of Computer Science and the department of
Industrial and Systems Engineering. In addition, there
are substantial collaborations with the Naval Research
Laboratory and the Blacksburg Electronic Village. The
laboratories are a Usability Methods Research Labora-
tory, an Interaction Technology Laboratory, and an In-
formation Access Laboratory. This award is being jointly
funded by the Cross Disciplinary Activities(CDA) Of-
fice and the Information, Robotics, and Intelligent
Systems(IRIS) Division. The Instrumentation for the
laboratories is being supported by CDA while the re-
search is being supported by IRIS. The specific research
performed in the laboratories includes identifying and
over coming usability and conceptional barriers to com-
puting, the development of evaluation methodologies
for determining the effectiveness of human/computer
interfaces, development of environments for perform-

ing human/computer interface experiments, the devel-

opment of expert-based information systems, the devel-

opment of systems for access to computers for disabled
users, and development of several domain based inter-
faces for large data base systems.

CDA-9401156

$548,206—12 mos

Ferrari, Domenico

University of California, Berkeley

A Next Generation Infrastructure for Integrating
Computing and Communications

This award provides support for the development of
Titan, a computing system consisting of an integrated
ensemble of computing and communication elements,
organized to provide the user with a number of services.
These services will include multimedia capabilities in
delivery vehicles; storage and communication; large
computing power; large storage space; innovative par-
allel languages, debuggers, and libraries; and high ac-
cessibility from both mobile and fixed locations. The
experimental facilities requested include workstations
and servers constituting the backbone of the distributed
system providing cycles to the user, ATM switches for
linking workstations and servers, a video editing sys-
tem, a massive storage unit, and equipment for linking
the network to the currently available CM-5 parallel
computer. The proposed research projects fall into three
areas: network and communications; distributed
supercomputer projects which are mainly concerned
with providing parallel computing to every user through
a combined architecture, operating systems, and pro-
gramming language effort; and multimedia services
which requires integrating systems support, software
support, and artificial intelligence tools to create, store,
play, edit, search, input, and output multimedia objects.
The networking, multimedia, and computing aspects of
Titan will form the infrastructure for a number of
computationally intensive applications.

CDA-9501637

$661,050—12 mos

Fujimoto, Richard

Georgia Tech Research Corporation—GIT

CISE Research Infrastructure: Distributed Laboratories

This award provides support for infrastructure at Geor-
gia Institute of Technology in the form of three distrib-
uted laboratories where individuals at geographically
distinct locations can interact with each other on-line
using powerful, distributed computational tools, to solve
shared problems. The infrastructure will include a multi-
granular compute server and ATM switch, a video server
with high-performance multi-media workstations, and
network equipment. The research topics to be explored
include interactive steering, distributed simulations, col-
laborative systems; large-scale community, ATM and
wireless networks.

CISE Research Infrastructure Program
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CDA-9401024

$309,564—12 mos

Grosz, Barbara J.

Harvard University

Infrastructure for Research towards Ubiquitous
Information Systems

This award provides support for the development of
a new generation computing facility to support experi-
mental research in ubiquitous information systems. The
equipment infrastructure includes Asynchronous Trans-
fer Mode (ATM) networks, file servers capable of han-
dling video, and graphics workstations with advanced
human interface capabilities. The research topics to be
explored span the development of new technologies that
support rapid transmission of large amounts of data be-
tween computer systems to the development of more
flexible and adaptable systems for human-computer
communication.

CDA-9542908

$4,500—0 mos

Grosz, Barbara J.

Harvard University

Infrastructure for Research towards Ubiquitous
Information Systems

This award provides support for the development of
a new generation computing facility to support experi-
mental research in ubiquitous information systems. The
equipment infrastructure includes Asynchronous Trans-
fer Mode (ATM) networks, file servers capable of han-
dling video, and graphics workstations with advanced
human interface capabilities. The research topics to be
explored span the development of new technologies that
support rapid transmission of large amounts of data be-
tween computer systems to the development of more
flexible and adaptable systems for human-computer
communication.

CDA-9502631

$563,000—12 mos

Hanrahan, Patrick

Stanford University

CISE Research Infrastructure: High Performance
Graphics and Imaging

This award provides support for a high performance
giga-flop compute server, a high performance 3D graph-
ics server, a high performance image/video/data server,
and a high bandwidth network to couple these machines
together. The requested equipment will contribute to the
computational infrastructure of a new computer graph-
ics laboratory.

Many national challenges such as health care, educa-
tion, manufacturing, and crisis management, require
graphics and imaging technologies. The investigators
will be working in the areas of graphics systems and
algorithms, involving research in efficient rendering al-
gorithms, high-performance graphics architectures, and
coupling compression and graphics; in scientific visu-

alization with research in volume rendering for scien-
tific and medical applications; in vision and graphics
withresearch in the digitization of 3D models; and in
imaging and video with a focus on the manipulation of
image and video databases.

CDA-9503064

$347,836—06 mos

University of New Mexico

Hollan, James

CISE Research Infrastructure: Effective Information
Access: Computer Science Research Fundamental to
Creation of a National Information Infrastructure

This award provides support for visualization facili-
ties, servers to support distributed simulation, and a high-
speed cluster network. In addition the University of New
Mexico will establish a National Information Infrastruc-
ture (NIl) Experimental Laboratory in the Science and
Engineering Library to serve as a shared research testbed,
as well as to facilitate efforts in distributed simulation
and research collaborations in Biology, with the Santa
Fe Institute and the National Laboratories. The Labora-
tory equipment will include graphics workstations con-
nected via a high-performance local area network to
high-end symmetric multiprocessing systems, an SGI
Power Onyx and Power Challenge, and to remote high-
performance facilities at the Maui High Performance
Computing Center's IBM SP-2, the Sandia National
Laboratory’s Intel Paragon, and the Los Alamos National
Laboratory’s CM-5.

The University will build on its existing strengths in
adaptive computation, human computer interaction, in-
formation analysis, and simulation to focus on adaptive
multiscale interfaces; distributed computation, commu-
nication, and security for network-based applications;
data mining and filtering; and improved access to dis-
tributed simulation.

CDA-9502639

$395,000—12 mos

Kurose, James F.

University of Massachusetts, Amherst

CISE Research Infrastructure: Infrastructure to Support
Research on Networked Multimedia Information System

This award provides support to equip a networked,
experimental testbed to enable research in the develop-
ment of the operating system, I/O, networking, object
management, and information retrieval components of
future networked multimedia information systems. The
testbed will consist of two shared-memory multiproces-
sor facilities attached to several parallel mass storage
I/0 devices and a high-speed ATM network.

The research team will be developing several key
hardware and software technologies needed to support
future networked, multimedia information systems. Spe-
cific research areas include operating systems, 1/O, net-
working, object management and information retrieval.

16
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CDA-9401142

$298,059—12 mos

LeBlanc, Thomas J.

University of Rochester

Rapid Prototyping of Parallel Robot Vision Systems Using
VirtualReality and Systems Simulation

This award provides support for the establishment of
a laboratory that uses two types of simulation technolo-
gies in the design of visually controlled robotics sys-
tems. The first type of simulation technology is the simu-
lation of sensory interaction with physical environments,
popularly known as “virtual reality”. Virtual reality can
replace the real world in testing and debugging a sys-
tem. The second is execution-driven simulation of com-
plex parallel algorithms at the level of individual mes-

sages and memory accesses, which can address the per-

formance and low-level real-time problems of interact-
ing processes. The experimental facilities requested in-
clude a Silicon Graphics Reality (SGI) Engine for scene
generation in the simulated world, an upgrade of an ex-
isting SGI Challenge multiprocessor for simulation of
the virtual world and control software, a computational
engine for performing real-time intermediate to high-
level vision, a hydraulic robot arm for real-time manipu-
lation, a small-scale multi-processor for device control
and mediume-level vision, and general purpose worksta-
tions. The focus of the proposal is the development of
simulations to aid in the development of real-world ro-
botic systems. Research topics to be explored include
the development of principles for constructing complex
physical autonomous systems; the development of new
modes of simulation for virtual reality, and simulation
and implementation of robotic control algorithms.

CDA-9500991

$389,999—12 mos

Myers, Eugene

University of Arizona

CISE Research Infrastructure: A Laboratory for Scalable
Systems

This award provides support for the research infra-
structure necessary to investigate the viability of build-
ing scalable systems from commodity components.
Hardware components will include workstations and
ATM switches. Research topics to be conducted include
the design of an operating system that scales with pro-
cessor performance; and the design, implementation and
experimentation of five different scalable systems: DNA
Assembly Server, Scalable Storage Server, Cluster-C*
applied to remote sensing, a general computing envi-
ronment based on an efficient fine-grain parallelism on
multiple processors, and a parallel simulator.

CDA-9502956

$621,752—12 mos

Schnabel, Robert B.

University of Colorado, Boulder

CISE Research Infrastructure: High Performance
Infrastructure for Computational Science

This award provides support for high-speed network-
ing equipment, high-performance multiprocessor work-
station servers, a high-speed disk array, and multimedia
devices for collaboration, exposition and visualization.
The University of Colorado Department of Computer
Science will be addressing issues of data movement in
Grand Challenge and National Information Infrastruc-
ture (NII) applications. This in conjunction with
thefloating point needs of Grand Challenge computa-
tions, leads to their request for high-speed computation,
and communication infrastructure.

The research associated with the infrastructure falls
into four inter-related projects in the area of scientific
computing, distributed systems, and resource discovery.
These four projects are data movement in Grand Chal-
lenge computing, global optimization algorithms for
molecular configuration problems, compiler-assisted
network runtime systems, and resource discovery and
information sharing.

CDA-9502645

$130,000—12 mos

Truszczynski, Miroslaw

University of Kentucky Research Foundation

(Split funded with the Office of Systemic Reform $500,000)
Total award $630,000

CISE Research Infrastructure: A Laboratory for Research
in High Performance Distributed Computing

This award provides support for the acquisition of a
high-performance distributed cluster-based computing
system consisting of a number of high-performance mul-
tiprocessor workstations interconnected by a high-speed
LAN. These LAN-connected clusters will themselves
be interconnected by a high-speed ATM backbone net-
work. The Computer Science Department will thus build
a distributed multicomputer based on a scalable, dis-
tributed shared memory paradigm which will facilitate
the Department’s research efforts in distributed and par-
allel computing, distributed multimedia, vision and
scientific computation, and distributed control for manu-
facturing.

CDA-9401159

$368,852—12 mos

Turner, Jonathan S.

Washington University

A Research Infrastructure for Fast Image and Visualization
Distribution

This award provides support for extending and en-
hancing a broadband multi-media network to support a
set of closely related collaborative research activities in
the area of distributed imaging and visualization. The

CISE Research Infrastructure Program
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network will utilize Asynchronous Transfer Mode
(ATM) technology for the fast distribution of high-reso-
lution images, visualizations, studio-quality video and
multi-rate data. The research topics fall into two cat-
egories: research on enabling technologies such as scal-
able networks, host/network interfaces supporting mul-
timedia applications, design and analysis of large-scale
multimedia information servers, protocols and operat-
ing systems, scalable parallel processing and declara-
tive visualization. And secondly, research on the appli-
cation of these technologies to real distributed imaging
and visualization systems.

CDA-9303181

$327,968—12 mos

Warren, David S.

SUNY, Stony Brook

PROUD: Parallel Resources on User’s Desks

This is an award for equipment to investigate the de-
velopment and scalability of algorithms and systems for
parallel computers. The instrumentation to be acquired
include a number of high performance parallel work-
stations, a scalable distributed memory multiprocessor,
and a high speed network. The research supported by
this infrastructure includes organic chemical synthesis,
automated theorem proving, very high speed transac-
tion processing, parallel prolog, 3-D graphics and vol-
ume visualization, and simulations of massively paral-
lel computers.

CDA-9303189

$173,674—12 mos

Wise, David S.

Indiana University, Bloomington

An Infrastructure for Conceptualization and Visualization

This award provides infrastructure for the support of
Conceptualization and Visualization of Computation.

The equipment supported includes high performance
graphical workstations, a parallel computer, and high
speed networking facilities. The faculty involved in the
project are drawn from the Department of Computer
Science but have substantial collaborations with com-
putational scientists and engineers at Indiana Univer-
sity. The research supported by this infrastructure in-
cludes automated theorem proving, circuit validation,
parallel functional programming, scientific visualization,
visualization of Monte Carlo methods, visualization of
processor utilization on scalable architectures, visual
programming, and visual performance monitoring and
analysis.

CDA-9502791

$539,586—12 mos

Zwaenepoel, Willy

William Marsh Rice University

CISE Research Infrastructure: Multi-processor Cluster
Computing (A Research Infrastructure Proposal)

This award provides support for the acquisition of a
cluster of shared-memory multiprocessor nodes inter-
connected by a high-speed network to support research
in parallel programming systems, and algorithms and
applications from a wide variety of disciplines. The in-
frastructure will be used as a research vehicle for com-
puter systems designers as well as computational scien-
tists.

Research projects to be supported include work on
compiler and runtimes for multiprocessor clusters, high-
performance 1/O, and performance visualization; and
algorithms and applications in mixed integer program-
ming, molecular dynamics, reservoir simulation, genetic
linkage analysis, and seismic modeling. The infrastruc-
ture will also be used in new graduate and undergradu-
ate courses in multidisciplinary design optimization, and
parallel computing.
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CDA-9024735

$273,744—12 mos

Galil, Zvi

Columbia University

Infrastructure for Computer Science

This is an infrastructure award to support the acquisi-
tion of a high speed network of data servers, computa-
tion servers, parallel processors, and workstations for
the support of research in software, artificial intelligence,
and parallel algorithms. The software research is in op-
erating systems, wireless distributed systems, parallel
processing, and software engineering. The artificial in-
telligence research is in intelligent multimedia interfaces
and vision and robotics. The parallel algorithms research
is in parallel string matching with applications to ge-
nome matching. New networking technologies make it
possible to support computation intensive activities dis-
tributed across networks. This support requires new soft-
ware tools that will support distributed and parallel com-
puting. This award is for the infrastructure necessary to
test this new software and also for the infrastructure
necessary for research in robotics and parallel algorithms
for large information system searches. The operating
system research concentrates on a high performance
operating system for distributed and parallel comput-
ers. The distributed systems research is for research in
wireless distributed computing in which the transmis-
sion medium consists of radio waves. This research
promises the true portable workstation in which no wires
whatsoever are needed in order to access the network.
Both the parallel processing and the software engineer-
ing research involve rule based systems. The parallel
processing research uses rule based systems to distrib-
ute computational tasks while the software engineering
research uses rule based systems to coordinate coopera-
tive work amongst multiple software developers. The
multimedia research involves the construction of vir-
tual realities for the manipulation of multi-dimensional
data. The example application area is financial data. The
vision and robotics research is aimed at processing mul-
tiple sources of spatial data in order to navigate a robot
in a natural environment and to control robot manipula-
tors. Finally, the parallel algorithms research is concen-
trated on string matching algorithms applicable to data
arising from genome databases. This research is impor-
tant for actually using large databases that will arise from
the human genome project.

CDA-9024600

$328,100—12 mos

Hopcroft, John E.

Cornell University

A Distributed Computing Facility

This infrastructure award is for the construction of a
distributed computing facility. The network consists of
desktop workstations connected over a medium speed
network to back-end computation and data-storage serv-
ers on a high-speed network. The back-end resources
consist of mid-speed compute servers, shared memory
parallel multiprocessors, and massively parallel ma-
chines. The research supported by this infrastructure
includes work in applied logic using the constructive
type theory supported by Nuprl; in scientific comput-
ing in developing algorithms that effectively utilize dis-
tributed and massively parallel computing resources; in
modeling and simulation for robotics applications; and
in software for distributed computing. Many problems
inexperimental computer science require peak resources
not available on a single workstation. These resources
could be computation cycles or memory. An emerging
solution to this problem is to utilize idle processors in a
network of workstations and compute servers. The real-
ization of this solution still requires much research into
mechanisms for breaking problem into pieces so as to
minimize communication overhead while distributing
the computation to make best use of the available pro-
cessors. The distributed computing researchers at Cornell
University will use their distributed computing facility
as a testbed for distributed algorithms. Three active ar-
eas of research at Cornell will especially benefit from
this facility. The applied logic group uses a system called
Nuprl developed at Cornell to support constructive rea-
soning. With the use of this tool, open questions in com-
binatorics and programming language have already been
answered. The scientific computing group is already
involved in the construction of a software package called
LAPACK for linear algebra routines that involves con-
structing new algorithms for parallel and distributed
machine architectures. Finally the modeling and simu-
lation group requires substantial computational resources
to enable them to use the computing resources as an
experimental testbed allowing designs to be tested with-
out the expense of constructing a robot.

CISE Institutional Infrastructure (Large Scale)
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CDA-9024721
$171,513—12 mos
Henderson, Thomas C.
University of Utah
Computer Aided Prototyping

This Institutional Infrastructure award is to support
research in the general area of Computer Aided Manu-
facturing Engineering. The approach taken by the Utah
group is computer aided prototyping of objects to be
manufactured. The process is broken down into three
separate areas of research: design, prototyping, and vali-
dation. The design aspect of the research involves en-
hancing the Alpha 1 computer aided geometric design
system. This system is able to mathematically describe
objects to be manufactured. It is enhanced by incorpo-
rating some commonly occurring manufacturing steps
into the model as special elements (e.g., this hole is to
be counterbored). The proto-typing aspect is to take the
mathematical description of the object (say a gear) and
generate the NC codes and the tooling sequences nec-
essary to actually produce the item on a machine center.
The University of Utah already possesses a five axis
machine center, a CNC turning center, 3-D polymer
equipment, and robotics equipment and so can experi-
mentally validate their research. A long term goal is to
optimize the tooling sequences and other necessary
manufacturing activities in order to have the factory
operate without human supervision. This prototyping
facility would also be used in collaborative work with
Dr. Jacobsen’s Center for Engineering Design. This cen-
ter designs and manufactures many prototype items. The
use of computers to aid and guide manufacturing is more
common in Japan and the European countries than in
the United States. This Institutional Infrastructure award
is for the support of an automatedmanufacturing labo-
ratory that will allow the quick design and prototyping
of manufactured items. Once the prototype is deemed
acceptable, methods of improving the manufacturing of
the item, particularly in small batch numbers, can be
explored. The University of Utah has a long history of
successful industrial collaborations and it is expected
that the results of this research will be widely dissemi-
nated to the United States manufacturing industry.

CDA-9541030

$49,955—12 mos
Henderson, Thomas C.
University of Utah
Computer Aided Prototyping

This supplement is for the development of a test set
of physical objects defined by computer aided
prototyping. This test set will be initially used as a bench-
mark suite for image understanding of man-made ob-
jects in order to compare and calibrate for image under-
standing systems used in conjunction with automated
manufacturing.

CDA-9542621

$5,000—06 mos
Henderson, Thomas C.
University of Utah
Computer-Aided Prototyping

In Fiscal Year 1990 the University of Utah received a
5-year award from the Institutional Infrastructure Pro-
gram/Large Scale program, to support an automated
manufacturing laboratory that would allow the quick
design and prototyping of manufactured items.

This REU supplement requests support for one stu-
dent, Shiryl White, a Mechanical Engineering student
from North Carolina A&T University. Ms. White will
be working on an identification and tracking system uti-
lizing a state-of-the-art binocular robot head.

CDA-9123308

$204,485—12 mos

Levy, Henry

University of Washington

High Performance Parallel/Distributed Computing

This award supports infrastructure for research in high
performance parallel/distributed computing. The award
supports the purchase of a high performance distributed
memory computer. The award also supports a program-
mer to develop, maintain, and distribute software de-
veloped on this computer. The research supported by
this infrastructure is of two forms: compute intensive
research and systems applications research. The com-
puter intensive research includes computer vision, com-
puter graphics, simulations, 3-D animation, and com-
putational chemistry. The systems applications research
includes developing fast operating system kernal ser-
vice routines, programming models of parallel compu-
tation activities, software engineering environments, and
fundamental research on parallel algorithms for distrib-
uted memory computers.

CDA-9318145

$200,000—12 mos

Messina, Paul

California Institute of Technology

(Split funded with Division of Advanced Scientific Computing
$133,000, Division of Networking and Communications
Research and Infrastructure $100,000, Division of Computer
and Computation Research $100,000 and Division of Electrical
and Communications Systems $75,000) Total award $608,000
Parallel /O Methodologies for I/O Intensive for Challange
Applications

The Grand Challenge Application Groups competi-
tion provides one mechanism for the support of
multidisciplinary teams of scientists and engineers to
meet the goals of the High Performance Computing and
Communications (HPCC) Initiative in Fiscal Year 1993.
The ideal proposal provided not only the opportunity to
achieve significant progress on (1) a fundamental prob-
lem in science or engineering whose solution could be
advanced by applying high performance computing
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techniques and resources, (2) enabling technologies
which facilitate those advances, but also significant in-
teractions between scientific and computational activi-
ties, usually involving mathematical, computer or com-
putational scientist, that would have impact in high per-
formance computational activities beyond the specific
scientific or engineering problem areas(s) or discipline
being studied. This multi-disciplinary project will in-
vestigate and develop strategies for efficient implemen-
tation of I/O intensive applications in computational
science and engineering. Scalable parallel 1/0 ap-
proaches will be pursued by a team of computer scien-
tist and applications scientists who will work together
to:

» Characterize the 1/0 behavior of specific application
programs running on large massively parallel com-
puters

» Abstract and define I/O models (templates)

» Implement and test application-level 1/O tools on
large-scale computations

The Pablo performance analysis environment will
provide the foundation for the performance instrumen-
tation and analysis. The application programs are al-
ready fully operational on advanced architecture sys-
tems and their authors are all co-investigators in this
project. The principal computers used will be the Intel
Touchstone Delta and Paragon systems at Caltech, each
with over 500 computational nodes. Five application
areas will be included: fluid dynamics, chemistry, as-
tronomy, neuroscience, and modelling of materials-pro-
cessing plasmas. The parallel programs for these appli-
cations cover a range of I/O patterns and volume, and
the techniques that will be developed in this project will
be of relevance to a broad spectrum of engineering and
science applications. In addition, by overcoming their
current I/O limitations, the specific applications targeted
in this award will achieve significant new science and
engineering results. By the end of the project, sustained
teraFlops computers will become available. The project
will devise and implement general methods for scalable
I/0O using today’s advanced computers, immediately
apply those methods to carry out unprecedented appli-
cations in several fields, and use the methods and expe-
rience gained in thefirst half of the project to tackle the
I/O issues in future sustained teraFlops computers. This
project will be carried out by a team of researchers who
have many years of experience in using parallel com-
puters for large-scale applications, in measuring and
characterizing the behavior of applications on such com-
puters, and in creating methods and tools that facilitate
the use of such systems. Building on this considerable
experience, the project will concentrate initially on ex-
ploring the I/O behavior of existing applications and on
devising ways to get adequate and scalable 1/0O perfor-
mance. The five application areas included in this award
cover a wide range of 1/0 needs and 